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Aveas Coveved

Combating Complexity in Software
Chaos Engineering

Resilience Engineering & Security
Security Chaos Engineering

0 @aaronrinehart @verica_io #chaosengineering



‘Verica
Aaron Rinehart, CTO, Founder

e Former Chief Security Architect
@UnitedHealth responsible for security
engineering strategy

e Led the DevOps and Open Source
Transformation at UnitedHealth Group

e Former (DOD, NASA, DHS, CollegeBoard )

e Frequent speaker and author on Chaos
Engineering & Security

e Pioneer behind Security Chaos Engineering

e |Led ChaoSlingr team at UnitedHealth

@aaronrinehart @verica_io #chaosengineering






[Update: Back to work!] Google =
Calendar is down, so forget about your o TweetDeck suffers outage, reason unknown

next meeting and go to the beach

instead o oooog
@ " Facebook's image outage reveals how the

TweetDeck suffers outage, reason unknown

december 25th
company's Al tags your photos
GOOGLE | E San Francisco, July 2 (IANS) Adding to the chain of app outages happening frequently, Twitter's ©/16 hours.ago
dashboard TweetDeck went down for sometime in Europe and America before it was restored later. Sept 21 morenz,
‘Oh wow, the Al just tagged my profile picture as basic’ injury wholesal
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By James Vincent |

., . Apple iCloud services recover from nationwide outage

Cimagemaycomanyg SETVICE OUtages are incre

Google suffers another Outage as Google Cloud
servers in the us-eastl region are cut off

By Amrata Joshi - July 3, 2019 - 9:55 am ® 200 - 0

By Humza Aamir on July 5, 2019, 8:18

Cloudflare suffers another major outage

By Mike Moore 7 days ago Internet

@ App Store
@© Apple Books

@ Apple Business Manager

® Appie D Third major outage in a matter of weeks

3 min read
Qervers in the us-east1

‘ ’ ’ @ trday Google Clo
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happening more
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Complexity in
Softwave

Q @aaronr inehart @verica_io #chaosengineering



“The growth of complexity
in society has got ahead
of our understanding of

Drift into
Failure

From Hunting
how complex systems A Bioken Camponen'
e to Understanding

work and fail”

Complex Systems
-Sydney Dekker
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Ouwr systems have evolved beyond human
ability to menially model their behavior.
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ability to mentally model their behavior.
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Complex?
MicroSevvice

ContinUolS  Distvibuted  Avchitectuves
Velivery S\yotewms

Automation P\QQ_\\V\QG
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Security?
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£)  Justin Garrison

@rothgar Following

The new OSI model is much easier to

understand
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Software Only Increases in Complexily

More Abstract Scripting / interpreted languages
A Perl, Python, Shell, Java

High / middle level languages
C, C++

Assembly language

Intel X86, etc (first layer of human-readable code)

Machine code

Hexidecimal representations of binary code read by the operating system

Binary code

Binary code read by hardware - not human-readable






‘Woods Theorem:

“As the complexity of a systfem
Increases, the accuracy of any single
agent’'s own model of that system

decreqgases”
- Dr. David Woods
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New Secuvity Tool Au+oeca\\n3 Keeos

Breaki
““ Tdentity Conflicts "
;)U\a‘\‘or\i Re€actov P\r'\c'm3
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En meevin 03 ‘G\nd% aQ new outaae
Jo\o ot Gooryle §
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Ovghaned Documentation  Havd Coded Passwords Network i5 Unveliable
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CPU utilization by instance type (top 10) 4h | CPU utilization by instance type 4h

CPU 120 Remember to enable Detailed
81 ml.large RS
Monitoring on your Amazon EC2
165 60.19 i2.xlarge Instances from the AWS console to
'\ make sure your metrics are
Amazon A /\ " 44.84 r3.xlarge s < £
EC2 80 —A 3499 i2.2xlarge reported in one-minute intervals
60 L ” 329 ml.medium
EC2 Service Status Active EC2 instances (max) 1h 40 31.13 [ml.small
Q 29.49 m3.2xlarge
20 ‘. 25.18 c3.2xlarge
L 23.47 r3.large
[ . . . ' T - v - " -
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0.62 r3.xlarge 48 0.6
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0.48 i3.2xlarge 0.18
3 32 s
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2 and 2 017 38 L 2 om
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AWS maintenance instance-stop on instance i- ,x s ¥
d3

A A A 8
St il ol T D R e Y N 0,068 c3.xlarge / | 0.024 | rdlarge
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e \\ | " i 20 calls / min, 4 ms % ’
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yw @aaronrinehart @verica_io #chaosengineering



So what does all of
this $&%* have to
do with Security?

Putting off critical tasks until everyone forgets about them

{ Getting Around to
Securlty Next Month

If theres time

O RLY? @7ThePracticalDev



amazon

Failure Happens {lot
S ORRY

| RIGHT NOW

—

| COMPUTER OUTAGE IMPACTS SOUTHWEST AIRLINES °b‘a 15

LONG LINES, DELAYS SEEN AT AIRPORTS NATIONWIDE ARIZONA
‘ ION! RIZONA

. | | ’ TEER
US. Chachein | Enregistrement £.-4. - - ‘
——
Americ:
P

erican™y, A DELTA

something went wrong
on our end

Please go back and try again
or go to Amazon'’s home page.

Saturday, January 13

/N EMERGENCY ALERTS

Emergency Alert
BALLISTIC MISSILE THREAT INBOUND TO SLOPING STORY - DAVELOPING STORY + DEVELOPING

HAWAII. SEEK IMMEDIATE SHELTER. THIS IS ~ DELTAFLIGHTS CANCELED
ik e AFTER COMPUTER FAILURE

O RAN AP NAY IN ROALD RA

Slide for more
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“things that have never
happened before happen all
the time”

-Scotl Sagan “The {imils of Safely”






Security
Incidents

Typically we donld find out our securily is
failing unlil there is an security incident.




Vanishing

Traces

7lll we typically ever aee is the

Tlogs, Stack Traces, Footateps in the Sand
fllerts Hopa









2018 Causes of Dafa Breaches
Ponem*n

7% 48%
Malicious or
criminal attack

System glitch
25% /




2018 Causes of Dafa Breaches
Ponem*n

27 °/o

Human

System glitch

25%




2018 Causes of Dafa Breaches

48°/o
Malicious or
criminal attack




2018 Causes of Dafa Breachies
Ponem*n

27% N\ 48%
Human error M licious or
riminal attack

System glitch
25% /




Huwman-Evvor, Koot Cause, &
Blame Cultuve

“ Negligent insiders are individuals who cause a data breach because of their carelessness, as determined in a post data breach investigation. Malicious
attacks can be caused by hackers or criminal insiders (employees, contractors or other third parties).

Ponem*n



No System is inherently Secure by
Default, its Humans that make them
that way.



People Ope
when ’rhey

foil









Chaos
Enjinee V‘inﬂ

Q @aaronr inehart @verica_io #chaosengineering



Chaos
Enﬁinee V‘inﬁ

“"Chaos Engineering is the discipline of
experimenting on a distributed system
INn order 1o build confidence In the
system’s abllity to withstand furbulent
conditions”



Who is doing Chaos? NETFL'X
== vicoso. DieNEp @) Coogle VISA

Capita’Onel mastercard. hulu amazon
@tWil'/ m VIMWAre ‘indeed  SIEMENS
19 “Z  %2bropbox st slack Walmart
PIvotal fidelity UBER GisHub
Bloomberg @ audlblem
ENDGAME. an amazon company “@p _l SendGrid

ﬁcognitect 'rF et [Ji\\ Adobe

@ tinder



LBl / [ Principles of Chaos Engineeri: x\i \ Casey

- & |® principlesofchaos.org ﬁ' S 00

PRINCIPLES OF CHAOS ENGINEERING

Last Update: 2017 April

Chaos Engineering is the discipline of experimenting on a distributed system
in order to build confidence in the system’s capability
to withstand turbulent conditions in production.



OREILLY
OREILLY’

Chaos # Chaos
Engineering

System Resiliency in Practice

ENgineering




“[Chaos Engineering is] empirical
rather than formal. We don’f use
models fo understand what the
system should do. We run
experiments to learn what it does.”

- Michael T. Nygard

Release It!
Second Edition

Design and Deploy
Production-Ready Software

" Michael T. Nygard
~ Edied

by Katharine Doorak







THIS IS A TEST.

This station is
conducting a test
of the Emergency
Broadcast System.

THIS IS ONLY A TEST.




uﬁliu

NETFLIX

e During Business Hours

e Born oul of Nelfliv Cloud
Transformation

o Put well defined problems
in frond of engineers.

e Terminate VMs on
Random VPC Instances




Clhaos Engineering o Validate Chacs Toolsin
: lower Environment
Matundty o Decelop Competency &
Confidence in Tooling

Despite what bas been popularized on online ® (Dry-run experilnmm
tech blogs you do not start off performing Chaos

En gz'neerz’n 7 on live pmductz'on systems. There is
a matu rz'ty ramp to gez‘tz’n g there.

Warning: Still be careful in Non-Prod environments as you will be surprised what
hazards lie in Non-Prod. (Kafka Story)



Chaos &t?meemng Pro -T('JM

o Don't perform an experiment o The process of crealing the

when you expecl it o fail experiment and sharing the

o flulo Remedialion of learnings is the
&periments will end in a highest-value of Chaos
Jiery Hell! ¢ngineering

e Transparency is a Must e Chaos Engineering Goal:

o ‘Webcast & Record Share Team Menial Models

GameDays is of High TImportance



Chaos G’tf@a% Aubo- Remediation

Bring conlext or chase down
vulnerabilities for the service
owner inslead of automaling
fixes as this leads to a TFiery
Hell!

“...an operator will only be able to generate successful new
strategies for unusual situations if he has an adequate
knowledge of the process.”

“Long term knowledge develops only through use and

feedback about its effectiveness.”

— Lisanne Bainbridge, The Ironies of Automation (1983)

Reference: Nora Jones 8 Traps of Chaos Engineering


https://www.ise.ncsu.edu/wp-content/uploads/2017/02/Bainbridge_1983_Automatica.pdf

Chaos Pilfalls: Bneafzmg %ng/s on Fwﬁdzow

The purpose of Chaos Engineering is NOT o

to “Break Things on Purpose’. " .
If anything we are trying to “Fux them on I
Purpose”’!

"T'm pretty Suve
T won't have a job
vevy long i€ I
bvreak things on

puvpose all day.”
-Casey Rosenthal

Reference: Nora Jones 8 Traps of Chaos Engineering



Secwi+y
Chaos
Enjinee w'nﬂ

Q @aaronrinehart @verica_io #chaosengineering















Secw'i'h/ Chaos
Enjineew'nﬁ
Use Cases

Q @aaronr inehart @verica_io #chaosengineerin



Use Cases

Incident Response
Solutions Architecture
Security Control Validation
Security Observabillity
Confinuous Verification
Compliance Monitoring

0 @aaronrinehart @verica_io #chaosengineering



Incident
Reaponse









“Response” is the
problem with Incident
Response
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“More men (pecple) die from
their remedies not their
illnesses”

- Jean-Baptiste Poquelin



https://en.wikipedia.org/wiki/Moli%C3%A8re

Tvory Tower drchitecture

Solutions Architecture
needs reinvention

Patterns never worked




Securily
Condrol
Validation




Create Objective Feedback
Toops about Security
ffectiveness
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Chao Product Features

App in AW
e ChatOps Integration pp In S
AWS
O tional
& perationa
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Firewall? = .«
a7

e \ -||->
Log Alert IR

& Config .
o ’ Mgmt? data? SOC? Triage '

Misconfigured
Port Injection

Hypothesis: If someone accidentally or
maliciously introduced a misconfigured
port then we would immediately detect,

block, and alert on the event.




Firewall? «wl 'H 'm 'm ll-tn->
o

Alert IR

& Config  Log Wait
o ’ Mgmt? data? SOC? Triage

: : Result: Hypothesis disproved. Firewall did not detect
I\Iﬂfgﬁg}clegcliiroer? or block the change on all instances. Standard Port
AAA security policy out of sync on the Portal Team
instances. Port change did not trigger an alert and
log data indicated successful change audit.
| / However we unexpectedly learned the configuration
: ‘ 2. @ mgmt tool caught change and alerted the SoC.

-










More Experiment Examples

Software Secret Clear
Text Disclosure
Permission collision in
Shared IAM Role Policy
Disabled Service Event

Logging

Infroduce Latency on
Security Controls
APl Gafeway Shutdown




Q&A

@aaronrinehart aaron@verica.io



