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Continuous Delivery
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Continuous Delivery: when stability and speed can
satisfy business demand

Discontinuous Delivery: when stability and speed
are insufficient
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Continuous Delivery
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The Improvement Kata
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The Improvement Kata
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Continuous Delivery Measures

“Higher throughput and higher levels of stability are
possible at scale”

DevQOps: Profiles in ITSM Performance and
Contributing Factors

Nicole Forsgren and Jez Humble (WDSI 2016)

Continuous Delivery improves throughput and
stability in unison

Continuous Delivery leads to strong IT performance




Continuous Delivery Measures
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Deployment Indicators
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Deployment Stability Indicator
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Deployment Throughput Indicator
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The Government Dept — 60 teams




The Government Dept — 60 teams
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Deployment Indicators
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Deployment Stability Indicator
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Deployment Failure Rate []
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Deployment Stability - Apples

Deployment Stability - Team Apples
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Deployment Throughput Indicator
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Deployment Throughput - Bananas

Deployment Throughput - Team Bananas
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Deployment Throughput - Bananas

Deployment Throughput - Team Bananas
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Build Indicators
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Build Stability Indicator
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Build Throughput Indicator
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Build Indicators
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Build Stability Indicator
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Build Stability — Grapes

Build Stability - Team Grapes
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Build Stability — Grapes

Build Stability - Team Grapes
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Build Throughput Indicator
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Build Throughput - Oranges

Build Throughput - Team Oranges
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Build Throughput - Oranges

Build Throughput - Team Oranges
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Code Indicator
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Code Indicators
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Code Throughput Indicator
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Code Throughput — Pears

Code Throughput - Team Pears
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Code Throughput — Pears

Code Throughput - Team Pears

mi= Nedian Mainline Lead Time Stdev Mainline Lead Time  =mm Median Mainline Interval Stdev Mainline Interval

750
Mainline Commit Interval
increased from 4 to 27 days! ~- 4.
600
450
g
£
300
Mainline Commit Lead Time
150 increased from 0 to 34 hours!
y
0_/
ng I’urar Apr May Jun

Time




The Government Dept — 60 teams




Summary
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